Jlekuusa 1:

Knaccundumkauma ocHoBaHHaA Ha AaHHbIX

Today:

e The Image Classification Task
e Nearest Neighbor Classifier

e Linear Classifier

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Image Classification: A core task in Computer Vision

(assume given a set of labels)
{dog, cat, truck, plane, ...}

> cat

This image by Nikita is
licensed under CC-BY 2.0

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



The Problem: Semantic Gap S

[ 91 98 102 106 104 79 98 103 99 105 123 136 110 105 94 85]
[ 76 85 9@ 105 128 105 87 96 95 99 115 112 106 103 99 85]
[99 81 81 93 120 131 127 100 95 98 102 99 96 93 101 94]
[1e6 91 61 64 69 91 88 85 101 107 169 98 75 84 96 95]
[114 108 85 55 55 69 64 54 64 87 112 129 98 74 84 91]
(133 137 147 103 65 81 80 65 52 54 74 B84 102 93 85 82]
[128 137 144 140 109 95 86 70 62 65 63 63 60 73 86 101]
[125 133 148 137 119 121 117 94 65 79 80 65 54 64 72 98]
[127 125 131 147 133 127 126 131 111 96 89 75 61 64 72 B84]
[115 114 109 123 150 148 131 118 113 109 100 92 74 65 72 78]
[ 89 93 90 97 108 147 131 118 113 114 113 109 106 95 77 B80]
[ 63 77 86 81 77 79 102 123 117 115 117 125 125 130 115 87]
[ 62 65 82 89 78 71 80 101 124 126 119 101 107 114 131 119]
[ 63 65 75 88 89 71 62 81 120 138 135 105 81 98 110 118]
[ 87 65 71 87 106 95 69 45 76 130 126 107 92 94 105 112]
[118 97 82 86 117 123 116 66 41 51 95 93 89 95 102 107]
[164 146 112 80 82 120 124 184 76 48 45 66 B8 101 102 109]
[157 170 157 120 93 86 114 132 112 97 69 55 70 82 99 94]
[130 128 134 161 139 100 109 118 121 134 114 87 65 53 69 86]
(128 112 96 117 150 144 120 115 104 107 102 93 87 81 72 79]
[123 107 96 86 83 112 153 149 122 109 104 75 8@ 107 112 99]
[122 121 102 80 82 86 94 117 145 148 153 102 58 78 92 107]
[122 164 148 103 71 56 78 83 93 103 119 139 102 61 69 84]]

What the computer sees

An image is just a tensor of
integers between [0, 255]:

e.g. 800 x 600 x 3
This image by Nikia s (3 channels RGB)

licensed under CC-BY 2.0
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Challenges: Viewpoint variation

This image by Nikita is
licensed under CC-BY 2.0

Fei-Fei Li, Ranjay Krishna, Danfei Xu

99

131

83

145 148 153 102 58 78 92 107]
93 103 119 139 102 61 69 84]]

Lecture 1

All pixels change when
the camera moves!

Adapted by Artem Nikonorov




Challenges: Background Clutter

This image is CC0 1.0 public domain This image is CC0 1.0 public domain
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Challenges: lllumination
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Challenges: Occlusion

This image by jonsson is licensed

This image is CCO 1.0 public domain This image is CC0 1.0 public domain under CC-BY 2.0
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Challenges: Deformation

This image by sare bear is This image by Tom Thai is
licensed under CC-BY 2.0 licensed under CC-BY 2.0

This image by Umberto Salvagnin his image by Umberto Salvagnin
is licensed under CC-BY 2.0 is licensed under CC-BY 2.0
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Challenges: Intraclass variation

This image is CC0 1.0 public domain

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Challenges: VckaxxeHusa n BHyTpuKnaccoBaga Bapuaums

Viewpoint variation Scale variation Deformation Occlusion

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



An image classifier

def classify_image(image):
# Some magic here?

return class_label

Unlike e.g. sorting a list of numbers,

no obvious way to hard-code the algorithm for
recognizing a cat, or other classes.
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[1pouenypHbIN NOAXOA;:

Find edges

Scale pyramid -
Mbl MOXXEM AenaTtb 3TO Ha

pa3HblXx MacwTabax!
Find corners

- VA

Fei-Fei Li, Ranjay Krishna, Danfei Xu

Lecture 1

Adapted by Artem Nikonorov



Machine Learning: Data-Driven Approach

1. Collect a dataset of images and labels
2. Use Machine Learning algorithms to train a classifier
3. Evaluate the classifier on new images

Example training set

def train(images, labels): airplane
# Machine learning! -
return model automobllen
bird
def predict(model, test_images): cat
# Use model to predict labels
return test_labels deer
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Nearest Neighbor Classifier

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



First classifier: Nearest Neighbor

def train(images, labels): Memorize all

# Machine learning! >
return model data and labels

def predict(model, test_images): Predict the label
# Use model to predict labels » of the most similar
return test_labels . .
training image

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



First classifier: Nearest Neighbor

deer bird plane

car
—

Training data with labels

query data

Distance Metric

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Example Dataset: CIFAR10

10 classes
50,000 training images
10,000 testing images

Alex Krizhevsky, “Learning Multiple Layers of Features from Tiny Images”, Technical Report, 2009.
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Example Dataset: CIFAR10

10 classes

50,000 training images
10,000 testing images Test images and nearest neighbors

A~ HANREEEREZE0
SR Ol o[l o] [Tl |
S-EEEEEEREEE
LA LFSEPN o
i - 2 i I 0 A N N R
D*Q!l?l&llm!

Alex Krizhevsky, “Learning Multiple Layers of Features from Tiny Images”, Technical Report, 2009.
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Distance Metric to compare images

L1 distance:  di(I1,1,) ZII” 12|
test image training image pixel-wise absolute value differences
56 | 32 | 10 | 18 10 | 20 | 24 | 17 46 | 12 | 14 | 1
90 | 23 | 128 | 133 8 |10 | 89 (100 82 |13 | 39 | 33 add
i = —> 456
24 | 26 | 178|200 12 | 16 | 178|170 12 | 10 | 0 | 30
2 0 |255|220 4 | 32 (233 | 112 2 | 32 | 22 | 108

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



import numpy as np

class NearestNeighbor:
def _init_ (self):
pass

def train(self, X, y):

""" X is N x D where each row is an example. Y is 1l-dimension of size N """
X
y

sel .Xtr
S > 1 -ytr

def predict(self, X):
"o X is N x D where each row is an example we wish to predict label for """
num_test = X.shape[0]

Ypred = np.zeros(num_test, dtype = self.ytr.dtype)

for i in xrange(num test):
distances = np.sum(np.abs(self.Xtr - X[1,:]), axis = 1)

min_index = np.argmin(distances) # get the index with smallest distance
Ypred[i] = self.ytr[min_index] # predict the label of the nearest example

return Ypred

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1

Nearest Neighbor classifier

Adapted by Artem Nikonorov



import numpy as np

class NearestNeighbor:
def _init_ (self):
pass

Nearest Neighbor classifier

def train(self, X, y):
""" X is N x D where each row is an example. Y is 1l-dimension of size N

1ata

X
y

self.Xtr
self.ytr

Memorize training data

def predict(self, X):
“"* X is N x D where each row is an example we wish to predict label for
num_test = X.shape[0]

Ypred = np.zeros(num_test, dtype = self.ytr.dtype)
for i in xrange(num test):

0D over

# ina the 1 distance (sum of abso +n valio

distanées = np.sum(np.abs(self.Xtr - X[1i,:]), axis
min_index = np.argmin(distances) # get the index with smallest distance
Ypred[i] = self.ytr[min_index] # predict the L th - ‘

return Ypred

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1

Adapted by Artem Nikonorov



import numpy as np

class NearestNeighbor:
def _init_ (self):
pass

def traln( f, X, y):
X is N X D where each row is an example Y is 1- dlmen51on of size N """

Xtr = X
ytr = ¥

def predict(&+1', X):
" X is N x D where each row is an example we wish to predict label for """

num_test = X. shape[O]

Ypred = np. zeros(num test dtype = fei‘.ytr.dtype)

Nearest Neighbor classifier

for i in xrange(num test):

dlstanées = np.sum(np.abs(s¢ Xtr - X[1 ]) axis ==1)
min_index = np argmln(dlstances) et the index with smallest distance
Ypred[i] = f.ytr[min_index] - ecJL: the label of the nearest example

For each test image:
Find closest train image
Predict label of nearest image

return Ypred

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1

Adapted by Artem Nikonorov



import numpy as np

Nearest Neighbor classifier

class NearestNeighbor:
def init ( } i

o - Q: With N examples, how
det"fr;lzi N x'DXthzé each rowris an example. Y is l-dimension of size N """ féif;t are trEair]ir]SJ Eir1(j
i e L T ROE CRARSISEE SR FRSERISES SRR IS SR g et prediction?
ytr=y
def predict(self, X): A. O(1) for training and

"o X is N x D where each row is an example we wish to predict label for """
num_test = X.shape[0]

O(1) for evaluation
B. O(1) for training and

Ypred = np.zeros(num test, dtype = self.ytr.dtype)

o Gt O(N) for evaluation
fof iin xy‘at1ge(num_test): C O(N) fOI’ training and
¢ Usirip thVLT QiStace: (St ar absOlite Ualoe GTTerence O(1) for evaluation

dist = np.sum(np.abs(self.Xtr - X[i,:]), axis = 1) iNi
e A T T LI D. O(N) for training and
Ypred[i] = self.ytr[min_index] # predict the label of the nearest example O(N) for evaluation

return Ypred
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import numpy as np

Nearest Neighbor classifier

class NearestNeighbor:
def init ( } i

pass .
Q: With N examples, how
def traln( 1f, X, y): f t . (j
X is N x D where each row is an example Y is 1- dlmen51on of size N """ ast are tr53|r1|r1€3 an
oty o CRASSTREE S e S prediction?
yir =y
def predict (<11, X): A. O(1) for training and
" X is N x D where each row is an example we wish to predict label for """
num test = X. shape[O] 0(1) for evaluation
*pred = np. zeros(num tesf dtype -\v, 1 .lytr.vdtype)r ) B O( ) fOl' tralnlng .and
| . O(N) for evaluation
for i in xrange (num_test): C. O(N) for tra|n|ng and
 ystis TheULE WfisTae [Siedt Abeotete wilhs dbtrerde O(1) for evaluation
distances = np.sum(np.abs(self.Xtr - X[i,:]), axis = 1)
min_index = np.argmin(distances) # get {5 nde vith smallest stance D O(N) for tralnlng and
Ypred[i] = self.ytr[min_index] # O(N) for eva|uation

return Ypred

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



import numpy as np

Nearest Neighbor classifier
class NearestNeighbor:
def init ( } i

pass

Q: With N examples,
def train(self, X, y): -
""" X is N x D where each rowris an example. Y is 1l-dimension of size N """ r1()\A/ féif;t are trEiIr}Ir]SJ

oyt e x and prediction?

ytr=y
g Lol o | | | Ans: Train O(1),
num_ie;i 2 ;-zhzgzggleach row is an example we wish to predict label for F)FEB(ii(:t (:)(T\l)
;pre& = nb;zérés(ﬁgﬁ;tésé,:df;pe ;\: 1 ;ytk;dtybe);
- This is bad: we want
e classifiers that are fast
at prediction; slow for
mi,Sndex - np.argsinitstances) # get the index with snallest distance training is ok
Ypred[i] = self.ytr[min_index] #

return Ypred
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import numpy as np

Nearest Neighbor classifier

class NearestNeighbor:
def _init_ (self):
pass

Many methods exist for
fast / approximate nearest

neighbor (beyond the

def train(self, X, y):
""" X is N x D where each row is an example. Y is 1l-dimension of size N """

self.Xtr = X

self.ytr = y scope of 231N!)
def predict(self, X):

"o X is N x D where each row is an example we wish to predict label for """
num_test = X.shape[0]

A good implementation:

https://github.com/facebookresearch/faiss

Ypred = np.zeros(num test, dtype = self.ytr.dtype)

for i in xrange(num test):

distances = np.sum(np.abs(self.Xtr - X[i,:]), axis = 1)
min_index = np.argmin(distances) # get {5 ndex with s
Ypred[i] = self.ytr[min_index] #

Johnson et al, “Billion-scale similarity search with

return Ypred GPUs”, arXiv 2017
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What does this look like?

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



K-Nearest Neighbors

Instead of copying label from nearest neighbor,
take majority vote from K closest points

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



What does this look like?
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What does this look like?
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K-Nearest Neighbors: Distance Metric

L1 (Manhattan) distance L2 (Euclidean) distance

di(Iy, ) =) |7 - I} dy (1, 1) = \/Z (1 - 1)
p P

dh
SPARNSS
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K-Nearest Neighbors: Distance Metric

L1 (Manhattan) distance L2 (Euclidean) distance
&i(h,h) =Y |- da(I1, Ip) = vﬁ"Z (7 - )
P P
K=1 K=1

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



K-Nearest Neighbors: Demo Time

http://vision.stanford.edu/teaching/cs231n-demos/knn/
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Hyperparameters

What is the best value of k to use?
What is the best distance to use?

These are hyperparameters: choices about
the algorithms themselves.

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Hyperparameters

What is the best value of k to use?
What is the best distance to use?

These are hyperparameters: choices about
the algorithms themselves.

Very problem-dependent.
Must try them all out and see what works best.

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Setting Hyperparameters

Idea #1: Choose hyperparameters
that work best on the data

Your Dataset

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Setting Hyperparameters

Idea #1: Choose hyperparameters BAD: K = 1 always works
that work best on the data perfectly on training data

Your Dataset

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Setting Hyperparameters

Idea #1: Choose hyperparameters BAD: K = 1 always works
that work best on the data perfectly on training data

Your Dataset

Idea #2: Split data into train and test, choose
hyperparameters that work best on test data

train test

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Setting Hyperparameters

Idea #1: Choose hyperparameters BAD: K = 1 always works
that work best on the data perfectly on training data

Your Dataset

Idea #2: Split data into train and test, choose BAD: No idea how algorithm
hyperparameters that work best on test data will perform on new data
train test

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Setting Hyperparameters

Idea #1: Choose hyperparameters
that work best on the data

BAD: K = 1 always works
perfectly on training data

Your Dataset

Idea #2: Split data into train and test, choose
hyperparameters that work best on test data

BAD: No idea how algorithm
will perform on new data

train test
Idea #3: Split data into train, val, and test; choose Better!
hyperparameters on val and evaluate on test '
train validation test

Obyuvatowas, npoBepoyHas n tTectosas BblbopKu!

Fei-Fei Li, Ranjay Krishna, Danfei Xu

Lecture 1

Adapted by Artem Nikonorov



Setting Hyperparameters

Your Dataset

Idea #4: Cross-Validation: Split data into folds,
try each fold as validation and average the results

fold 1 fold 2 fold 3 fold 4 fold 5 test
fold 1 fold 2 fold 3 fold 4 fold 5 test
fold 1 fold 2 fold 3 fold 4 fold 5 test

Useful for small datasets, but not used too frequently in deep learning

Fei-Fei Li, Ranjay Krishna, Danfei Xu

Lecture 1

Adapted by Artem Nikonorov




Setting Hyperparameters

Example of
5-fold cross-validation
for the value of k.

Each point: single
outcome.

The line goes

through the mean, bars
indicated standard
deviation

(Seems that k ~= 7 works best
for this data)

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



kK-Nearest Neighbor with pixel distance never used.

- Distance metrics on pixels are not informative
- Very slow at test time

Original Boxed Shifted Tinted

(all 3 images have same L2 distance to the one on the left)

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



kK-Nearest Neighbor with pixel distance never used.

Dimensions = 3

- Curse of dimensionality Points = 4%

Dimensions = 2 OO OO OO OO
Points = 42 o o o o O
O 0 O o OO
Dimensions = 1 O
Points = 4 6 6 o ©O O O O O OOO
@)
© © © = O O O (@) OOO
—O0—0O0—=0 O— 0O
°© © o0 © O 0 0 o Ooo
o O (@) @) o o ° ° O
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K-Nearest Neighbors: Summary

In Image classification we start with a training set of images and labels, and
must predict labels on the test set

The K-Nearest Neighbors classifier predicts labels based on the K nearest
training examples

Distance metric and K are hyperparameters
Choose hyperparameters using the validation set;
Only run on the test set once at the very end!

Pixel distance is not very informative.

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Linear Classifier

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Parametric Approach

Image

10 numbers givin
> f(x,W) - JVINg
class scores
Array of 32x32x3 numbers T
(3072 numbers total) W
parameters
or weights

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Parametric Approach: Linear Classifier

f(x,W) = WXx

e - f(x,W) > 10 numbers giving
& T class scores

Array of 32x32x3 numbers

(3072 numbers total) W

parameters
or weights

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Parametric Approach: Linear Classifier
3072x1
f(x, W) |= WK

10x1 10x3072 .
- f(x,W) > 10 numbers giving

T class scores
Array of 32x32x3 numbers

(3072 numbers total) W

parameters
or weights

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Parametric Approach: Linear Classifier
3072x1

image f(x,W)|=|WK +[b | 10x1

s 10x1 10x3072

- f(x,W) > 10 numbers giving
’ class scores
Array of 32x32x3 numbers MaTpuitia BecHB

b - BEKTOp cMmeLlleHund
OT CMELLEHUSA MOXKHO x,
n3basutcsa ecnm 4ob6aBnTb
parameters ©OMHUYHBIA ENEMEHT K~ |+

or weights BEKTOPY X 1

(3072 numbers total) W

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Neural Network

Linear
classifiers

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Two young girls are  Boy is doing backflip
playing with lego toy. on wakeboard

“hat” END

START “straw” “hat”

Construction worker in

Man in black shirt
is playing quitar.

orange safety vest is
g, y Karpathy and Fei-Fei, “Deep Visual-Semantic Alignments for Generating Image Descriptions”, CVPR 2015
Worklng On road' Figures copyright IEEE, 2015. Reproduced for educational purposes.
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128 204 2048 dense

dense dense

1000

128 Max
Max 128 Max pooling
pooling pooling

204 2048

[Krizhevsky et al. 2012]

[He et al. 2015]
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airplane _"_‘ﬁ--.

automobllen ﬁ@ﬁgﬁ

bird = -fﬁ.

cai FRAEIEE® R 50,000 training images
deer . | '.EE each image is 32x32x3
dog i . EBIN 10,000 test images.
frog ‘u ﬁ.

horse o X v I

ship E .;‘ﬁg

truck EondWo sl
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Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Flatten tensors into a vector

v

56
56 | 231 231
24 2 24
Input image 2

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Flatten tensors into a vector

56 | 231
24 2
Input image

56
02 | 05| 01 | 2.0

231
1.5 | 1.3 | 21 | 0.0

24
0 |025| 0.2 | -0.3

2

1.1

3.2

-96.8

437.9

61.95

Cat score

Dog score

Ship score

Fei-Fei Li, Ranjay Krishna, Danfei Xu

Lecture 1

Adapted by Artem Nikonorov



Interpreting a Linear Classifier

airplane . ﬂ )ﬁ . = E - i . Input image
automobﬂe.?H!Eﬁ@ﬁg

bird ST EETHKE |

cat 1 T ot S R O l ‘ '
deer .’hmil-- - 02 | 05 15 | 13 o | 25
dog EH*!E“&I* 01 | 20 21 | 0.0 02 | 03
frog DESaG RS E v ¥ ¥
horse oy e [ [ PO R S 9 R T > - -
Ship E n ﬁ e H . ; ‘ E E Score -96.8 437.9 61.95
ruck @ Rl s @
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Interpreting a Linear Classifier: Visual Viewpoint

airplane ' )ﬁ.== X --. Input image
automoblle- =!3EE

bird SR EETH K

cat I T et 8 R O ' ! '
deer . aﬁ..EE 0.2 | 05 15 | 1.3 0 | .25
dog i ' *E!Hl” W 01 | 20 21 | 00 02 | -03
g BRSNS S E ¥ ¥ '
horse gy e € FOX I S G R b [ i
shup E M;.;.EE Score 9:8 43t9 61*95
truck i Iﬂi. EE

horse
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Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Algebraic Viewpoint

f(x,W) = Wx

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Visual Viewpoint

Algebraic Viewpoint

Input image
iy e
f(x,W) = Wx 8 o
\
02 | -0.5 1.5 | 1.3 0 | .25
w
01 | 20 21 | 0.0 02 | -0.3
v v v
b 1.1 3.2 1.2
v v v
Score -96.8 437.9 61.95

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Interpreting a Linear Classifier: Geometric Viewpoint

Array of 32x32x3 numbers
(3072 numbers total)

Plot created using Wolfram Cloud Cat image by Nikita is licensed under CC-BY 2.0

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Hard cases for a linear classifier

Class 1: Class 1: Class 1:
First and third quadrants 1<=L2norm<=2 Three modes
Class 2: Class 2: Class 2:

Second and fourth quadrants Everything else Everything else

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 1 Adapted by Artem Nikonorov



Linear Classifier: Three Viewpoints

Algebraic Viewpoint

f(x,W) = Wx

Visual Viewpoint

One template
per class

plane car bird cat deer
¥ X
1
-

dog frog horse ship truck

Geometric Viewpoint

Hyperplanes
cutting up space
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f(x,W)=Wx +Db

Coming up:
. (quantifying what it means to
- Loss function have a“good” w)

(start with random W and find a

- Opt|m|zat|0n W that minimizes the loss)
- COnVNetS' (tweak the functional form of f)
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